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Abstract

The uniaxial tensile test response of a H decorated $\Sigma 5 [100]$ twist grain boundary (GB) in face-centred-cubic Al has been examined with first principles. The impurity shows a strong tendency to relocate during loading. To capture these H movements, the standard model framework was extended to probe loading-unloading hysteresis. Due to the strong monotonic decrease in the H formation energy with rising GB elongation, the maximum tensile stress accepted by the H decorated GB in the slow fracture limit generally is reached before breakage becomes thermodynamically favourable. For any intact GB configuration visited upon exceeding this stress, the assumption of global chemical equilibrium is argued to be violated. Moreover, while breakage remains ensured from the slow fracture limit considerations, it may in practice require the influx of H to the GB vicinity. A quantitative analysis of GB destabilisation in this scenario requires multi-scale modelling even in the slow fracture limit.
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1. Introduction

Hydrogen induced decohesion (HID) is a prominent, yet controversial [1] member among the candidates for hydrogen embrittlement (HE). When HID is operative, H impurities agglomerate at locations of high hydrostatic stress, drastically reducing the strength of adjacent metal host atom bonds, thus in turn affecting the material toughness and ductility – the trademarks of HE. Atomistic simulations have long supported a detrimental effect of H [2–4]. Experimentally, an increased crack tip sharpness with H concentration has been observed in cleavage studies for some materials (see e.g. [5]), indicating a change from ductile towards brittle behaviour. However, the relative importance of HID remains debated, with complications arising from two factors: (i) HE in general incorporates both plastic and elastic contributions, implying that HID is in direct competition with other mechanisms [1, 6, 7]. (ii) Detection of H in situ is highly challenging [8]. This fact obstructs an experimental analysis where the impurity influence during a fracture process is quantified with reference to local concentration.

Technically, theoretical studies are not limited in the same manner and hence may provide the missing pieces of the puzzle if applied in conjunction with experiment. If the HE process were clearly dominated by HID, it would seem an acceptable approximation to assume a purely elastic crack tip response. For this situation, ab initio modelling applied to the heart of the fracture region may generate accurate results if appropriately coupled structurally and chemically to the surrounding grains. Such modelling would appear particularly intriguing for the case of intergranular fracture, where a satisfactory determination of the H decorated grain boundary (GB) loading response is potentially out of reach for semi-empirical potentials. In the absence of detailed knowledge on the H-GB interactions during loading, large-scale schemes (e.g., using finite element modelling) have so far resorted to treating the GB as a simple 2D surface hosting only one unique trapping site [9].

Several works have analysed the H influence on a decohering metal GB with ab initio simulations [4, 10–13], in some cases clearly supporting a destabilising influence of the impurity. In most scenarios examined, however, any H influx from the bulk lattice to the region under investigation has been suppressed, with presently only one work [13] probing this issue via an indirect method. Considering that the H mobility in
these systems is often appreciable, it seems a valid question to ask if important changes to the existing HID picture will be introduced by allowing for an evolving impurity distribution, reflecting stress sensitive H-GB interactions. The present paper focusses on the aspects of this problem relating to the immediate vicinity of the GB plane: through first principles simulations, the influence of both changing H concentration and impurity relocation on the GB sites is examined at a preliminary stage, without explicit requirements for multi-scale modelling. In the same process, the ability of existing zero-temperature formalisms to capture the most reliable state of the GB is addressed. From a more general perspective, the question of possible GB instability modes is revisited: building upon earlier considerations [14], the attempt is made to outline all categories of HID based paths to fracture for the selected type of model system. The link to the evolving H affinity for the GB during loading is discussed, with analytical expressions presented.

As the main focus of this work is to reveal trends in the influence of a changing H distribution on a decohering GB, the optimal choice of test system would seem a GB that hardly binds H at zero load but displays a significant H trapping ability as breakage is approached. The case of face-centred cubic (fcc) Al appears interesting in this context, as potentially supported by experiments [15]. Recently, a highly favourable H site was predicted [16] upon sub-grain displacement in bulk Al. The impurity was located at a ‘bridge (B) type’ site between a metal host pair, with a coordination number of two. For most GBs, such a site should appear upon sufficient loading, as a consequence of sequential bond breakage and increasing alignment of remaining bonds with the GB normal. For the calculations discussed below, the fcc Al Σ 5 [100] 36.87° twist GB (TGB) was used as the model system.

2. Theory

2.1. Thermodynamic framework

The thermodynamic foundations to a quantitative understanding of HID were laid roughly four decades ago, with the establishment of process rate dependent equations for the general problem of an impurity decorated GB subjected to uniaxial tensile stress [17, 18]. In the limits of both slow and fast fracture, determination of
the ideal work \(2\gamma_{\text{int}}\) of reversibly separating the two grains was shown to require information from the extreme points of the fracture process only. In other words, the sole GB related contribution to this quantity would involve the zero-load configurations. This conclusion reflects the loading response of the conjugate variables \((\mu, \Gamma)\) – the impurity chemical potential and its surface density, respectively. In the fast fracture limit, any impurity influx to the GB is effectively suppressed (i.e., \(\Gamma\) is fixed), while at the other extreme, the entire system remains in thermodynamic equilibrium (fixed \(\mu\)). Generally, these parameters should be determined with reference to the GB vicinity – the GB region of influence from the perspective of the impurity. \(\Gamma\) is defined as the number of impurity atoms present in this region, divided by the area of the intersection with the (2D) GB plane. The chemical potential value immediately outside the vicinity is \(\mu\). As the H mobility in metals is often considerable at ambient conditions [19], it is questionable if either of the above limits can be applied to this case [17]. When impurity mobility and crack speed are comparable, both \(\mu\) and \(\Gamma\) would be expected to vary during the fracture process [18], reflecting the system attempt to preserve chemical equilibrium when the GB displays an evolving ability to attract impurities. Here, an efficient modelling requires both a multi-scale scheme [14, 20, 21] and a careful atomistic examination of the impurity decorated GB structure over the full loading range to fracture. For a presumed homogeneous medium, \(2\gamma_{\text{int}}\) is identical to the Griffith-Irwin energy release rate, the work required to elastically advance a crack [22, 23, 7].

From the atomistic perspective, full information on HID in a uniaxial tensile test may be obtained by assessing the H influence on the GB traction-separation (T-S) curve, i.e., the variation in the GB cohesive stress \(\sigma\) with the separation (elongation) of the grains \(\delta\). When this curve is integrated over the range of GB separations to complete fracture (noninteracting separated grains, \(\sigma = 0\)), and with breakage being ‘ideal’, presumed occurring at the value of \(\delta\) where it becomes thermodynamically preferred, \(2\gamma_{\text{int}}\) results [18]. In addition, the entire stress-strain evolution is highlighted, especially the maximum (‘critical’) stress \(\sigma_c\) that the GB can withstand. Such investigations are well-established [24] within the density functional theory (DFT) framework [25, 26], where the GB vicinity is approximated via a GB supercell. However, the isolated supercell calculations are concerned with the strictly local GB response, in accordance with [27]. In other
words, the parameters $\mu$ and $\Gamma$ are ‘external’, and in the absence of multi-scale modelling, one must resort to approximations for their values.

The only two cases straightforwardly addressed involve constant values for either $\mu$ or $\Gamma$ during the full fracture process [18]. In the limit of slow fracture, at fixed temperature $T$, the GB cohesive stress is obtained as

$$\sigma = (1/A)(\partial\Omega/\partial\delta)_{T,\mu},$$

while in the limit of fast fracture

$$\sigma = (1/A)(\partial G/\partial\delta)_{T,f}.$$  

In these equations, $A$ is the GB area for the system under investigation while $\Omega$ denotes the grand canonical potential for the GB vicinity, related to the Gibbs free energy $G$ by

$$\Omega = G - \mu A \Gamma.$$  

Generally, ab initio simulations neglect the conjugate variable terms $-TS$ and $PV$, replacing $G$ by the internal energy $E$. This work adopts the same strategy. A full incorporation of the pressure-volume ($PV$) term would require that a self-consistent structural coupling to the stress field in the surrounding grains be made [18].

For the temperature-entropy ($TS$) term, configurational entropy changes (expected weak) could be formally included in zero-temperature studies. Evidently, Eq. (1) and (2) represent special cases, but they are shown in the present work to play a central role also when discussing fracture processes beyond the slow and fast limits.

For the isolated supercell study, the main aim is to quantify the evolving ability of the GB to attract H. This information is contained in the impurity formation energy, $E_{\text{H}}(i)$, i.e., the energy required to take the H atom from its presumed initial state as part of an environmental $\text{H}_2$ molecule and onto a site $i$ at the GB. For a chosen H surface density $\Gamma_0$ compatible with practical simulation,

$$E_{\text{H}}(i, \Gamma_0, \delta) = E(i, \Gamma_0, \delta) - E(\delta) - \frac{1}{2}E(\text{H}_2) - \mu^*.$$  


In Eq. (4), the first two energies on the right-hand side denote internal energies for a system hosting one GB, with only the former cell incorporating H. The chemical potential value $\mu^*$ is computed relative to $E(H_2)$ – the energy of an isolated $H_2$ molecule. In the dilute limit (isolated H), every impurity atom added on a site $i$ binds with the same energy, so for a given H surface density $\Gamma$ within this range, $E_\text{H}(i, \Gamma, \delta) = (\Gamma/\Gamma_0)E_\text{H}(i, \Gamma_0, \delta)$. For the sake of simplicity, this limit was presumed throughout the present work. Accounting for configurational entropy, the theoretical surface density at site $i$ in the slow fracture limit, $\Gamma_i$, can be computed for such noninteracting H as:

$$\Gamma_i = (N/A)\eta/(1 + \eta), \quad (5)$$

$$\eta = \theta_0 \exp(-E^0_\text{H}(i)/k_B T). \quad (5a)$$

In this Langmuir-McLean equation, $N_i$ denotes the number of sites $i$ available within the GB vicinity. The quantity $\theta_0$ describes the H occupancy rate (atoms per site) in the bulk lattice, while $E^0_\text{H}(i, \Gamma_0, \delta)$ is the H segregation energy at GB site $i$, at the condition specified. This energy is obtained from $E_\text{H}(i, \Gamma_0, \delta)$ by subtracting the formation energy of an isolated H atom in the bulk lattice. If the picture of H segregation at the GB is extended to allow for simultaneous occupancy on several sites (but still with each H isolated), an expression for the internal energy may be constructed [28] from Eq. (4):

$$E(\Gamma, \delta) = E(\delta) + \sum_i (\Gamma_i/\Gamma_0)[E_\text{H}(i, \Gamma_0, \delta) + \frac{1}{2}E(H_2) + \mu^*], \quad (6)$$

with

$$\Gamma = \sum_i \Gamma_i. \quad (6a)$$

For the simulations of this work, the GB vicinity hosts one H atom, leading to $\Gamma_0 = 1/A$. Combining Eq. (6) and (3), it follows that the grand canonical potential in this scenario reads

$$\Omega(\Gamma, \delta) = E(\delta) + \sum_i (\Gamma_i/\Gamma_0)E_\text{H}(i, \Gamma_0, \delta). \quad (7)$$

It is emphasised that both Eq. (6) and (7) apply outside the slow fracture limit: this conclusion highlights how the supercell studies are technically decoupled from considerations defining the appropriate values for the H surface density and chemical potential.
2.2. Model system and computational details

The GB structure examined in the present work is the fcc Al $\Sigma5$ [100] 36.87° TGB. The supercell used for the description of this system is shown in Fig. 1. The GB nomenclature implies that the two grains differ in orientation by a rotation of 36.87° around the [100] axis, which is the normal vector to the GB plane (‘TGB’). The labelling $\Sigma5$ is directly linked to the rotation angle: it emphasises the existence away from the GB of a substructure of fixed orientation. For a $\Sigma5$ GB, the atom density in this ‘coincidence site lattice’ (CSL) has been reduced by a factor 5, compared to the real bulk lattice. The CSL forms the logical basis of the GB supercell construction. It may be shown that the CSL basis vectors are related to the conventional fcc unit cell basis vectors in one grain as $\{(1,0,0); (0, 3/2, 1/2); (0, -1/2, 3/2)\}$, where the first vector points along the GB normal. Consequently, each (10 atom) CSL unit cell has dimensions $\sqrt{5}a_{Al}/\sqrt{2}$ ($a_{Al}$) in (out of) the GB plane, with $a_{Al}$ denoting the fcc Al lattice parameter. Since the grains of the chosen GB supercell are volume filling, periodic boundary conditions require that two GBs be present. In connection with Eq. (4), this means that the energies $E(i, \Gamma_0, \delta)$ and $E(\delta)$ refer to half a supercell energy. Following earlier studies of the H-free Al $\Sigma5$ [100] TGB [27], a 40 atom cell was found to be sufficient for a converged atomistic T-S curve. For the sake of simplicity, the same cell was used throughout this work.

All calculations have employed DFT, using the projector augmented-wave method [29] as implemented in the plane wave (PW) based Vienna Ab initio Simulation Package (VASP) [30]. The exchange-correlation functional was described in the Perdew-Burke-Ernzerhof generalised gradient approximation [31]. For efficient convergence via formal introduction of partial occupancies in the calculations, the Methfessel-Paxton approach of order 2 [32] was chosen, with a smearing parameter of 0.1 eV. A 400 eV cut-off for the PWs and a $7\times18\times18$ Monkhorst-Pack k-point grid [33] was found to provide convergence to the level of meV/GB for the H-free system. The H decorated GB investigations always involved one impurity atom at each GB in the cell. These H atoms were generally deposited on equivalent sites $i$ and in different grains. At zero load, the impurity-free system was fully relaxed, producing cell dimensions of 6.37 Å (16.83 Å) in (normal to) the GB plane. The H influence on the cell dimensions was neglected throughout, resulting in $\Gamma_0 =$
$2.5 \times 10^{-2}$ Å$^{-2}$. During configuration optimisation, all atomic coordinates in the cell were relaxed, with a force tolerance of 1 meV/Å. The selected convergence tolerance in the electronic self-consistency loop was $10^{-4}$ eV/cell. The conjugate gradient algorithm was used throughout, with the importance of this choice over the Quasi-Newton algorithm emphasised by the observation of qualitative differences in the configuration predictions. Stress tensors for the construction of the H-free GB T-S curve were determined using the Nielsen-Martın scheme [34]. The H induced contributions to the tensile stress may be obtained in the same manner, or from the calculated impurity formation energies and their fitted derivatives $\partial E_i / \partial \delta$, using Eq. (1) and (7).

Fig. 1. Schematic presentation of the face-centred cubic Al Σ5 [100] 36.87° twist grain boundary supercell. Both grain boundaries in the cell have been highlighted, along with the (yellow) atoms of the coincidence site lattice substructure to which the cell periodicity makes reference. The basis vectors for this substructure are expressed in units of the basis vectors for the central grain.

In addition to the GB studies, the energies of a lone H atom in the bulk lattice and an isolated H$_2$ molecule are necessary for the equations of Sec. 2.1 to be applied. For the latter investigation, a cell the size of 4x4x4 fcc Al conventional unit cells was found to eliminate interactions between periodic images in the Γ-point calculation, leading to the energy -3.379 eV/H atom. For the study involving H in bulk Al, a single H atom
was placed at the preferred \([35]\) tetrahedral (T) site in a 20 atom Al supercell based on two CSL unit cells stacked along the GB normal. This arrangement produced the same artificial H concentration as used for the GB studies. Once again, only the atomic coordinates were relaxed upon H insertion, with the cell dimensions referring to fully relaxed fcc Al. A \(14\times18\times18\) \(k\)-point grid, compatible with the GB studies, was selected. Using Eq. (4), a H formation energy of 0.716 eV resulted, within 0.03 eV of the value reported by Wolverton \textit{et al.} in \([35]\). The expected computational accuracy with this set-up is discussed in Sec. 3.3.

![FIG. 2](image.png)

FIG. 2. Computed tensile stress response of the face-centred cubic Al \(\Sigma 5\) [100] twist grain boundary structure (key Al movements highlighted with arrows), and effect on the set of competitive H sites. (a): \(\delta = 0 \text{ Å}\). (b): \(\delta = 1.5 \text{ Å}\). H atom (dark blue spheres) positions are approximate, with impurity induced distortions suppressed throughout. For the sake of clarity, only selected atoms near the GB plane have been shown.

2.3. Tracking the H locations at the grain boundary

When performing an \textit{ab initio} uniaxial tensile test on a GB free of impurities, it is recommended that the point of breakage be approached from the state of zero load via a sequential increase in \(\delta\) \([14]\). In this
‘dragged elongation’ scheme (DES), the atomic positions should be optimised for each chosen \( \delta \). For a GB decorated with H, adopting the same strategy may produce incorrect answers, however. This is exemplified by the Al \( \Sigma 5 \{100\} \) TGB, which undergoes a structural transformation during the loading stage, linked to the ‘bump’ on the T-S curve in [36]. This transition implies alterations (Fig. 2) to the GB characteristic set of polyhedral units [37], and in turn a modification of the set of competitive H sites. With the absence of dynamics in the DES, there is no guarantee that this scheme will reveal every relevant site generated. H relocation to a site clearly favoured at high loading may be prevented by the persistent presence of even weak energy barriers at each \( \delta \). Given this shortcoming, the DES has been accompanied by a study tailored to identify all sites at GB separations above the structural transformation (\( \delta \geq 1.35 \) Å). Starting from an identification of all competitive H sites at \( \delta = 1.5 \) Å, the new investigation initiates both a DES and a ‘gradual compression’ scheme (GCS) at this GB separation for each relevant configuration. The latter scheme is reverse in nature to the original DES, probing H relocations upon a sequential reduction in \( \delta \) towards 0 Å. The level of hysteresis (energy barrier influence) in the system can now be probed as the difference between the GCS and original DES results for the respective sets of H configurations identified, as each scheme has the same basic limitation. Below, the original and new schemes will be referred to as the DES and DES-GCS, respectively.

3. Results and discussion

3.1. Extension of the thermodynamic framework for GB atomistic elastic fracture modes

When introducing in Sec. 2.1 the thermodynamic framework appropriate for the present studies, the detailed appearance of the GB atomistic T-S curve was not discussed. This issue however is of interest in its own right, with Van der Ven and Ceder [14] showing how a computed T-S curve may host configurations that are not actually visited in the uniaxial tensile test. A correction of this flaw was shown to considerably reduce the computed value of \( \sigma_c \) for the case of cleavage in impurity hosting Al. The analysis in [14] did not pursue covering all ‘conceivable’ T-S curve shapes. Further, considerations surrounding cleavage at a low-index
plane do not take into account the possibility of breaking a subset of atomic bonds near or across the fracture plane on the route to complete fracture in the *ab initio* investigation. Such a feature may have direct influence on a GB T-S curve, as discussed in Sec. 2.3. It would therefore seem instructive to revisit the general consideration of [14], with focus on an attempted exhaustive set of T-S curves. For the sake of simplicity, the discussion below presumes the slow fracture limit, ideal breakage, and a GB hosting one impurity site only.

The analysis in [14] was centred on an inherent limitation to the T-S curve emerging from Eq. (1): The grand-canonical potential $\Omega$ has $\delta$ as a controlling variable, whereas it would be more physically sound to consider a thermodynamic potential that responds to a well-defined external stress $\sigma$. The grand-force potential $\Phi$ satisfies this condition, being related to $\Omega$ as

$$\Phi = \Omega - \delta(\partial\Omega/\partial\delta)_{\sigma,T}. \quad (8)$$

Eq. (8) may be used to clarify if some of the configurations on the curve described by Eq. (1) actually remain unvisited in a realistic loading scenario. Such a situation arises if two stable configurations on this T-S curve are linked by the same cohesive stress, and if the work required to move between them at fixed stress is identical to the change in $\Omega$. In this case, Eq. (8) predicts identical values of $\Phi(\sigma)$ for the two configurations, implying that the real transition occurs at constant stress $\sigma_t$ (black curve in Fig. 3). If the GB in question is free of impurities, it transforms instantly as $\sigma_t$ is reached. Otherwise, the transition may involve an impurity influx, with the duration controlled accordingly.

Since the two configurations connected by the transition stress $\sigma_t$ are both mechanically stable, it follows that (i) the hypothetical part of the T-S curve in the intermediate range must involve a local stress maximum especially, and (ii) the GB cohesive stress will rise once the transition is completed. In other words, the corrected T-S curve is able to withstand an external stress higher than $\sigma_t$, but only beyond the transition stage. If the GB cohesive stress keeps rising from here, the strength of the atomic bonds across the GB plane will ultimately decrease to the point of breakage being triggered by thermal activation [36, 38]. The GB separation $\delta_c$, by construction the point where the critical stress is reached, hence will be the highest value
attainable for the intact GB – the ideal breakage point in the present simplified analysis. It may be (see Fig. 3) that the value of $\sigma_c$ thus obtained falls below the prediction (for a hypothetical configuration) by Eq. (1).

Fig. 3. Schematic illustration of two different impurity decorated grain boundary traction-separation curves (broad lines) predicted by Eq. (1), and their required modification (thin lines) in a realistic loading scenario. Dashed lines denote segments replaced in each correction procedure. Note that the breakage point for the corrected red curve is unknown.

Up to this point, the present analysis has rather closely followed [14]. However, a different scenario unfolds if the local stress maximum dismissed in the above discussion is actually real (as e.g. the red curve in Fig. 3). If this maximum is visited, the associated value defines $\sigma_c$, since a $\sigma_c$ can always be found otherwise. Consequently, the GB is destined to break when the external stress rises above this local stress maximum.

For an impurity-free system, breakage occurs instantly. The minimal work required (no heat loss) is connected to the area under the $\sigma(\delta)$ curve for $\delta > \delta_c$. When added to the work associated with reaching the critical stress, the ideal work of reversibly separating the H-free grains ($2\gamma_{\text{int}}$) results. For an impurity decorated GB, the analysis is fundamentally altered, reflecting that $\Omega$ and $G$ are no longer equivalent thermodynamic potentials. The T-S curve based on Eq. (1) describes a formally slow fracture limit also at $\delta$. 
> $\delta_c$, i.e. a hypothetical scenario where the GB vicinity always remains in chemical equilibrium with the surroundings. But the mechanical instability triggered at $\delta_c$ physically induces a fast GB response, where the impurity influx and external stress changes can be neglected. It emerges that a transition must occur at $\delta_c$ to the T-S curve associated with the fast fracture limit, Eq. (2), but with $\Gamma = \Gamma_c (= \Gamma(\delta_c))$, the impurity surface density at the onset of the instability. It is possible that the GB cohesive stress at $\delta > \delta_c$ predicted with this curve will always remain below $\sigma_c$. In this case, the GB will still break instantly, but with $2\gamma_{\text{int}}$ potentially differing from the prediction using Eq. (1). However, it may also happen (see Fig. 3) that mechanical equilibrium is re-established for the GB at some realistic value of $\delta$. In this case, breakage will be associated with a time delay. It remains ensured by the GB vicinity no longer being in chemical equilibrium with the surrounding grains, but depleted of impurities: any subsequent impurity influx will destabilise the GB according to Eq. (1), for which $\sigma(\delta) < \sigma_c$ for $\delta > \delta_c$. But fracture is not triggered before reaching a system where mechanical stability can no longer be sustained, and the path to this point might require a considerable impurity influx.

Evidently, more complex T-S curve shapes than those pictured in Fig. 3 can be imagined. However, since the feature of potential interest to a discussion of curve reliability is always a local stress maximum, the analysis of the present section would appear exhaustive for the specified loading assumption. Thus, whenever the actual T-S curve of interest, obtained from Eq. (1), displays local features that places it in the category of the red curve in Fig. 3, two basic observations are made: (i) A correction is necessary, but cannot be constructed solely on the basis of this T-S curve, and (ii) the ultimate correction may be limited, as a varying $\Gamma(\delta)$ will no longer be described by the Langmuir-McLean equation. A group of GB T-S curves exists, at least in principle, for which not even the slow fracture limit can be solved without the use of multi-scale modelling. The mechanisms connected with this type of GB response are labelled below as ‘early critical stress’ for $\sigma_c$ and ‘local delayed fracture’ for the subcategory where $\Gamma$ evolves for some range of $\delta > \delta_c$. To the knowledge of the authors, such atomistic features have not been proposed previously in the literature at the theoretical level. The emphasis on locality for the second term is required in order to distinguish from the well-established [39] (macroscopic) delayed fracture, a central feature of H embrittled materials. The name
overlap seeks to emphasise the similarity of the two phenomena: in both cases, the external stress is fixed, with system breakage triggered by H diffusion to the ultimately fracturing region.

3.2. H sites and formation energies

The search for favourable H sites at the fcc Al $\Sigma 5 [100]$ TGB was limited to the region within two atomic layers of the GB plane (i.e., between the dark blue planes of Fig. 2(a)). This choice incorporates all polyhedral units sharing faces with at least one unit foreign to the bulk lattice, thereby attempting to filter out the full environment unique to the GB in question. At zero load, this region hosts six inequivalent geometries, with only one unit – the Archimedean antiprism (AA) [37] – standing out from the bulk. In calculations, all geometries were found to host local energy minima for H, but outside the AA, only one site was found to bind the impurity relative to fcc Al. The DES focussed on the sites within 0.2 eV of the most favourable configuration (a total of three configurations), thereby excluding one site in the AA. Since the GCS initiated at $\delta = 1.5$ Å suggested that the three most favourable configurations identified here transformed to the zero-load set upon unloading, the DES-GCS results described below highlighted these configurations only. Additional configurations of potential interest are mentioned in passing.

Fig. 4 shows the computed H formation energies according to the two schemes. The analysis has covered a range of GB separations including the impurity-free GB ideal breakage point ($\delta = 2.15$ Å [36]). For each configuration examined in the DES, $E_h$ displays a monotonic decrease with $\delta$. The preferred H sites remain in the same geometry throughout the loading process (see Fig. 2), but the geometry itself is changing, from the AA in Fig. 2(a) to a tetragonal dodecahedron (TD) in Fig. 2(b). The impurity atoms relocate in response, occupying interstitial sites (AA$_I$, AA$_II$) at low loading, but moving to B type sites (TD$_I$, TD$_II$, and TD$_III$) as breakage is approached. This behaviour is in accordance with the expectations from [16]. The relative stability of the different sites is strongly affected by the tensile stress, indicating a general need for examining more than one site. Further, only the DES-GCS reveals the most favourable site at high loading, TD$_{III}$. These results emphasise the expected general usefulness of a combined DES and DES-GCS analysis.
for H decorated metal GBs subjected to loading. Hysteresis is prominent in Fig. 4, with, e.g., the DES predicting a H movement from the best T site, T₁, to a site in a different AA geometry, AA2 (see Fig. 2(b)). In the GCS analysis, H was found to move back to T₁ from this AA2 site. As the TD₁₁ site represented an energetically more favourable choice for the same evolution, the AA2 site was neglected in Fig. 4(b).

Dynamical simulations, beyond the scope of this work, would be required to quantify the influence of such metastable configurations, including the ease of transition to the TD₃₃ site. Quantification of the H diffusion through and along a metal GB is an issue central to realistic larger scale modelling of HE [9]. Recent simulations have reported a significant Γ sensitivity for the diffusion coefficient at selected structurally simple GBs in Fe [40]. This result in turn suggests that H diffusion at the Al Σ5 [100] TGB may be appreciably affected by tensile stress in the slow fracture limit.

![Fig. 4. Calculated H formation energies ($\mu^* = 0$ eV) at the face-centred cubic Al Σ5 [100] twist grain boundary structure, obtained using (a) the DES (initiated at $\delta = 0$ Å) and (b) the DES-GCS (initiated at $\delta = 1.5$ Å). Quantitative differences are noted.](image)

**TABLE 1.** Optimised H positions and associated formation energies ($\mu^* = 0$ eV) for selected fcc Al Σ5 [100] twist grain boundary configurations in the uniaxial tensile test. The site nomenclature is explained in Fig. 2.
The vector $\Delta S$ denotes the level of shear on the relaxed system. Two H atoms are present in the supercell, with the symmetry operations SO1, SO2 specifying the connection between the positions for the tabulated configurations. SO1: $(x, y, z) \leftrightarrow (x+\frac{1}{2}, -z, -y)$; SO2: $(x, y, z) \leftrightarrow (x+\frac{1}{2}, -y, z)$.

<table>
<thead>
<tr>
<th>Site</th>
<th>$\delta$ / Å</th>
<th>H coordinates</th>
<th>$\Delta S$ / Å (in GB plane)</th>
<th>$E_{hh}(\Gamma_0)$ / eV</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA1</td>
<td>0.0</td>
<td>(0.437, 0.000, 0.500) (+ SO1)</td>
<td>(0.000, 0.000)</td>
<td>0.458</td>
</tr>
<tr>
<td>AA2</td>
<td>0.0</td>
<td>(0.437, 0.360, 0.650) (+ SO2)</td>
<td>(0.637, 0.000)</td>
<td>0.595</td>
</tr>
<tr>
<td>T1</td>
<td>0.0</td>
<td>(0.318, 0.313, 0.594) (+ SO1)</td>
<td>(-0.013, -0.013)</td>
<td>0.618</td>
</tr>
<tr>
<td>AA1</td>
<td>1.0</td>
<td>(0.438, 0.000, 0.500)</td>
<td>(0.000, 0.000)</td>
<td>0.341</td>
</tr>
<tr>
<td>T1</td>
<td>1.0</td>
<td>(0.306, 0.304, 0.599)</td>
<td>(-0.012, -0.012)</td>
<td>0.405</td>
</tr>
<tr>
<td>AA2</td>
<td>1.0</td>
<td>(0.459, 0.416, 0.671)</td>
<td>(0.147, 0.000)</td>
<td>0.475</td>
</tr>
<tr>
<td>TD1</td>
<td>1.5</td>
<td>(0.400, 0.000, 0.500) (+ SO1)</td>
<td>(0.000, 0.000)</td>
<td>0.280</td>
</tr>
<tr>
<td>TD2</td>
<td>1.5</td>
<td>(0.3827, 0.294, 0.514) (+ SO1)</td>
<td>(-0.170, -0.170)</td>
<td>0.331</td>
</tr>
<tr>
<td>AA2</td>
<td>1.5</td>
<td>(0.298, 0.297, 0.603) (+ SO1)</td>
<td>(0.023, 0.023)</td>
<td>0.339</td>
</tr>
<tr>
<td>TD3</td>
<td>1.5</td>
<td>(0.487, 0.491, 0.745) (+ SO2)</td>
<td>(0.880, 0.000)</td>
<td>0.347</td>
</tr>
<tr>
<td>TD4</td>
<td>2.0</td>
<td>(0.475, 0.561, 0.748)</td>
<td>(0.933, 0.000)</td>
<td>0.011</td>
</tr>
<tr>
<td>TD5</td>
<td>2.0</td>
<td>(0.390, 0.323, 0.520)</td>
<td>(-0.334, -0.334)</td>
<td>0.112</td>
</tr>
<tr>
<td>TD6</td>
<td>2.0</td>
<td>(0.372, -0.002, 0.552)</td>
<td>(-0.593, -0.593)</td>
<td>0.134</td>
</tr>
<tr>
<td>AA2</td>
<td>2.0</td>
<td>(0.301, 0.291, 0.647)</td>
<td>(0.457, 0.457)</td>
<td>0.241</td>
</tr>
</tbody>
</table>

Table 1 displays selected configurations from Fig. 4. The symmetry operations (SOs) connecting the two H atoms in the supercell may be understood by noting that (i) all unit cells describing this GB have fourfold rotational symmetry around the GB normal, and (ii) the 40 atom cell of this work (Fig. 1) obeys the SO $(x, y, z) \leftrightarrow (x+\frac{1}{2}, -y, z)$. As more than one H pair may be associated with a given configuration in general, it may be asked if the chosen configurations are representative. The potential importance of this issue is emphasised by the small supercell size and the fact that all atoms in the cell are free to move upon structural relaxation.
Earlier studies [41] have suggested fcc Al \( \Sigma 5 \) [100] TGB shear energy contours much weaker than the energy differences among the H configurations, implying that the impurity may dominate structural relaxation.

To address these issues, the H positions in Table 1 were corrected initially for any collective atom displacement during optimization. Subsequently, the level of shear was determined, as the H induced average relative displacement of the ‘bulk’ atoms (see Fig. 2) on either side of a grain. This feature, \( \Delta S \), may indeed be prominent, with no obvious trends revealed. The influence on configuration energy scatter appears to be strongly dependent on tension. At \( \delta \) values below the GB structural transformation, energy differences for the AA\( \text{II} \) configurations (largest shear) based on SO1 and SO2 barely exceed 0.01 eV. By contrast, the corresponding difference for the TD\( \text{II} \) configuration at \( \delta = 2.25 \text{ Å} \) is roughly a factor higher. The reason for this evolution is unclear. It may be related to a reduced GB ability to accommodate structural distortion [41], or to H at TD sites causing larger structural disturbance. In Fig. 4, energy scatter connected with SOs has been suppressed to avoid mixing with energy changes due to configuration differences. It should be kept in mind that these two issues may be coupled, i.e. the choice of SO could promote a given H movement between sites. Further studies into SO influences are encouraged.

The selected H configurations in Fig. 4 do not represent all configurations binding the impurity. With increasing tensile stress, the geometries near the GB plane generally increase in volume. This leaves more room for the impurity, with beneficial effects for T sites especially. However, the same effect leads to easier diffusion of H onto sites in more open units (TD and AA2), as directly revealed for the configuration search at \( \delta = 1.5 \text{ Å} \). Presumably, both behaviours are general, implying that configurations excluded from Fig. 4 should be of only little relevance.

3.3. Atomistic fracture modes

For all realistic bulk concentrations, H in Al may be described essentially as an ideal solution, with the relation between \( \theta_\text{H} \) and \( \mu^* \) outlined in [42]. Table 2 presents estimated values for the chemical potential used in this work. Within this range, at \( T = 300 \text{ K} \), the fcc Al \( \Sigma 5 \) [100] TGB remains H-free at zero load. This is
consistent with the experimental reports [15] of no detectable H segregation at GBs in pure Al under this condition. The result renders the fast fracture limit trivial: since the GB is H-free at the onset of loading, it will remain so at all stages of the uniaxial tensile test. Hence, only the slow fracture limit is discussed below.

For the determination of $\Omega$ to be free of ambiguities, the transition barriers in Fig. 4 were neglected, allowing H occupancy on each given site in accordance with Eq. (5) at each GB separation.
FIG. 5. Computed $\Omega$ curves for various H decorated face-centred cubic Al $\Sigma$5 [100] twist grain boundaries, as obtained from Eq. (7), assuming thermodynamic equilibrium for each intact GB configuration and with $\mu^*$ specified in Table 2. The H-free GB result in (a) ($\Omega = E$) has been included in each figure for the sake of comparison. The full lines connecting open data points are guides to the eye. The inset shows H surface densities for the respective conditions. Separated grain energies in the presence of H (with $\Gamma = \Gamma_c$) are estimated for all but the limit of large $\delta$.

Fig. 5 shows the results obtained (energies relative to the H-free GB at zero load) for four selected H bulk occupancy rates; $\theta_H = 5 \times 10^{-11}$, $5 \times 10^{-9}$, $5 \times 10^{-8}$, and $1 \times 10^{-7}$. The equivalent H$_2$ pressures for these conditions are all rather high [43], ranging from 2 to 7 GPa according to [42]. As clarified below, these examples nonetheless are sufficiently representative for conclusions on the general behaviour of the system under the influence of H in the slow fracture limit to be made. For the H-free system ($E(\delta)$ from Eq. (7)), both the intact GB and the separated grain configuration energies have been computed [36], in accordance with the scheme of [14]. The separated grain energies for H decorated systems were generally approximated for the sake of simplicity, based on the H formation energy at the most favourable site in the limit of large $\delta$. It was presumed that (i) this value of $E_H^f$ remained unaffected as the grains were moved closer together. Further (ii), $\Gamma$ was set equal to $\Gamma_c$, independent of GB separation. At $\delta = 4$ Å, H was found to strongly prefer a B type site on the exposed [100] surface, with a location between adjacent Al atoms in the surface plane. This result is in accordance with expectations from [16], as the Al-Al separation of 2.86 Å provides sufficient space for such
a site. At $\mu^* = 0$ eV, the computed value of $E_{hf}$ for this configuration was 0.102 eV. With no H present, 1.75 Å represents the lowest GB separation where a separated grain configuration remains stable [36]. This limit may be affected by the impurity if $\Gamma$ rises to appreciable values.

A notable general feature for the $\Omega$ curves in Fig. 5 is the ultimate sharp drop to negative values. Evidently, this behaviour is linked to the H formation energies in Fig. 4 decreasing monotonically, with the H influx ultimately causing a GB ‘collapse’ (compare with e.g. [14]). The physical aspects of this result are different, as discussed later in this section. A rigorous analysis of the H destabilisation starts out from Eq. (7) and (1), from which the analytic H contribution to the GB cohesive stress, $\Delta\sigma_H$, is obtained as:

$$\Delta\sigma_H(\delta) = \sum \left( \frac{1}{A} \right) \frac{\Gamma_i}{\Gamma_0} \left( \frac{\partial E_{hf}(i)}{\partial \delta} \right) \left[ 1 - E_{hf}(i) \left( 1 + \xi_i \right) k_B T \right].$$

Since $\partial E_{hf}(i)/\partial \delta < 0$ in general, this expression reveals that H actually stabilises the GB at sufficiently low GB separations, where $\xi_i << 1$ and $E_{hf}(i)$ is well above 0.025 eV ($k_B T$). As the tensile stress grows, perpetually more H is binding at the GB, and as $E_{hf}(i)$ for the dominant terms in Eq. (9) move sufficiently close to 0.025 eV, the number in the square brackets for these terms changes sign, resulting in the H contribution to the GB cohesive stress turning negative. With increasing $\theta_H$ (decreasing $\mu^*$), this turning point moves to lower GB separations as $\Gamma_i$ rises and $E_{hf}(i)$ is lowered. Simultaneously, $\Delta\sigma_H$ displays an increasingly modest variation around its zero value, effectively ‘pushing’ the highest $\Omega$ slope, and thus $\sigma_c$, to $\delta$ values far below the point where $\Omega$ starts decreasing dramatically. This conclusion is not immediately noticeable in Fig. 5.

The appreciable sensitivity for the quantities $\delta_c$ and $\sigma_c$ to changes typically hardly visible in Fig. 5 imply that a rather dense set of ($\delta$, $\Omega$)-values is required to ensure an accurate T-S curve determination. While the extensive simulations of this work are expected to increase the reliability of the individual data points in Fig. 5 compared to standard (DES) analysis, the data point separation of 0.25 Å was found to be too wide for a reliable T-S curve construction to be accomplished. Estimated values for the critical stress (expected errors within 0.2 GPa) have been listed in Table 2, along with associated values of $\delta_c$ and $\Gamma_c$, with Fig. 5 providing visualisation. These results indicate H stabilisation of the GB even for $\theta_H$ reaching $5 \times 10^{-11}$. From this point
onwards, the impurity influence appears to become persistently less beneficial, with H induced reduction of the critical stress initiated before $\theta_H = 5 \times 10^{-9}$. This prediction concerning a mechanism in the line of HID appears in agreement with experimental findings: Stress induced H segregation at Al GBs has been reported in the literature, see [15], but, to the knowledge of the authors, H-induced intergranular embrittlement has not been observed in pure Al (with most analyses presumably involving $\theta_H$ values below the range of Fig. 5).

TABLE 2: Computed [36] (H-free system) and estimated values for the critical stress, and the associated GB separation and H surface density for the systems of Fig. 5.

<table>
<thead>
<tr>
<th>$\theta_H$ (site$^{-1}$)</th>
<th>$\mu^*$ (eV)</th>
<th>$\sigma_c$ (GPa)</th>
<th>$\delta_c$ (Å)</th>
<th>$\Gamma_c$ (Å$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>9.03</td>
<td>2.15</td>
<td>-</td>
</tr>
<tr>
<td>$5 \times 10^{-11}$</td>
<td>0.1255</td>
<td>10.1</td>
<td>1.81</td>
<td>0.058</td>
</tr>
<tr>
<td>$5 \times 10^{-9}$</td>
<td>0.2462</td>
<td>8.4</td>
<td>1.50</td>
<td>0.026</td>
</tr>
<tr>
<td>$5 \times 10^{-8}$</td>
<td>0.3065</td>
<td>8.1</td>
<td>1.13</td>
<td>0.021</td>
</tr>
<tr>
<td>$1 \times 10^{-7}$</td>
<td>0.3247</td>
<td>7.7</td>
<td>1.00</td>
<td>0.017</td>
</tr>
</tbody>
</table>

A second notable aspect in Fig. 5 is the absence of crossing intact GB and separated grain energy curves for the H containing systems. This feature implies a fundamentally changed loading response of the fcc Al $\Sigma 5$ [100] TGB when H is present: In Fig. 5, $\sigma_c$ always has the characteristics of an early critical stress, as defined in Sec. 3.1. Even for the least affected system examined ($\theta_H = 5 \times 10^{-11}$), it seems questionable that a more accurate determination of the separated grain energies will change this conclusion by suggesting breakage by thermal activation at $\delta < \delta_c$. In addition to such breakage having to be thermodynamically favoured, H would also have to reduce an appreciable energy barrier to bond breakage across the GB plane present at this GB separation [36]. At the larger values of $\theta_H$ in Fig. 5, breakage at $\delta < \delta_c$ must seem impossible as the condition of a thermodynamically favoured process cannot be obeyed. Thus (see Sec. 3.1), presumably none of the computed $\Omega$ curves can be applied for construction of the GB T-S curve at $\delta > \delta_c$. Rather, the stress
determination will require the computation of $E(\Gamma_c, \delta)$ and use of Eq. (2) initially. This conclusion provides an explanation to the unphysical GB collapse involving negative $\Omega$ values in Fig. 5. The evolution in the grand canonical potential merely reflects that chemical equilibrium is absent for the intact GB at $\delta > \delta_c$.

As argued in Sec. 3.1, instant breakage is not necessarily implied by the external stress rising above an early critical stress. The GB mechanical stability may be re-established if $E(\Gamma_c, \delta)$ leads to a prediction of GB cohesive stresses exceeding $\sigma_c$ at some realistic value of $\delta$. Mathematically, this local delayed fracture condition may be expressed as:

$$\sum_i (1/A)(\Gamma_c,\Gamma_0)(\partial E_H(i)/\partial \delta) \geq \sigma_c - \sigma_{NOH}(\delta).$$  \hspace{1cm} (10)

In this inequality, the left-hand side describes $\Delta \sigma_H$ for the case of a fixed H surface density, while the parameter $\sigma_{NOH}$ denotes the H-free GB cohesive stress. A ‘frozen’ H atom distribution, $\Gamma_i = \Gamma_{c,i}$, has been assumed, reflecting that the GB response at this stage is likely too fast for even impurity relocation on the GB sites to occur. For the two lowest $\theta_H$ values in Fig. 5, the GB sites are modified over the range of consideration, implying that the DES results of Fig. 4(a) should be used as input.

**FIG. 6.** Proposed correction to the computed slow fracture limit behaviour of the H decorated face-centred cubic Al $\Sigma 5$ [100] twist grain boundary in Fig. 5(e). At $\delta \geq \delta_c$ (1 Å), the dashed red curve $E(\Gamma_c, \delta)$ replaces
the dotted brown $\Omega$ curve, reflecting a fast system response once the critical stress $\sigma_c$ has been exceeded. At the present H bulk concentration, this mechanical instability likely leads to instant breakage (see text for details).

Fig. 6 shows an example of an energy-separation curve, for the case $\theta_H = 5 \times 10^{-9}$, corrected according to the guidelines of Sec. 3.1. At $\delta_c = 1 \, \text{Å}$, $\Omega$ ideally should change continuously into $E(\Gamma, \delta)$, with the configuration at this GB separation representing a visited system in both the slow and fast fracture process. In practice, the curve energies are within 1 meV of each other, indicating a rather accurate estimation in Table 2. Following an initial drop, $\partial E(\Gamma, \delta)/\partial \delta$ (interpolated) starts rising, moving within the estimated uncertainty on $A\sigma_c$ above 1.75 Å. This value is never exceeded, though, meaning that it remains unclear if the GB breaks instantly (as shown in Fig. 6) or with the aid of a H flux. At the lower $\theta_H$ values examined in Fig. 5, the variation in $\Gamma$ with GB separation is more pronounced, resulting in a larger uncertainty for the estimated $E(\Gamma, \delta)$ curve. At these conditions, it is however generally evident that local delayed fracture is suppressed. Direct application of Eq. (10) requires a denser set of data points.

The accuracy in the predictions of this section largely rests upon the reliability of the H formation energy determination in Fig. 4. A common displacement of the $E_{\text{H}}$ values appears to have little influence on the T-S curve predictions connected with Eq. (1). As an example, a non-negligible correction of 0.04 eV may reduce all $\xi_i$ values by a factor 5 (see Eq. (5)), with similar consequences to $\Gamma_i$ at the lower values of $\delta$. However, at $\theta_H = 1 \times 10^{-7}$, where the effect on $\Omega$ is expected to be highest due to the comparatively gradual rise in H surface density (see Fig. 5), the predicted $(\delta_c, \sigma_c)$-values are hardly affected. It would seem defendable to suggest a rather weak influence of even the full set of errors encountered for $\delta$ values below the GB structural transformation: In this range, $\Gamma$ remains below $\Gamma_0$, and H primarily occupies the AA$_1$ site where lattice relaxations were found to be weak. Beyond the transformation, errors are undoubtedly larger, due to reduced precision in the $E_{\text{H}}$ determination of Fig. 4 (see Sec. 3.2) and the ultimate breakdown of the assumption of isolated H (see Sec. 2.1). The latter issue primarily affects predictions at low H concentrations, since $\Gamma_i$ rises with decreasing $\theta_H$ (Table 2). At the two highest $\theta_H$ values considered in this
work, both sources of errors would seem rather unimportant, as $\Omega$ has already decreased significantly for GB separations even weakly above $\delta_c$. Along with the conclusions concerning HID, the appearance of an early critical stress for most, if not all, H decorated fcc Al $\Sigma 5$ [100] TGBs examined therefore seems a reliable result, within the chosen modelling limitations. The exact nature of breakage may be a different matter, as $E(\Gamma_c, \delta)$ is generally strongly affected (via $\Gamma_c$) by errors in Fig. 4.

3.4. Estimated H influence on $2\gamma_{int}$

For the thermodynamic considerations of Sec. 2.1, the slow and fast fracture limits represent the two examples where $2\gamma_{int}$ is always independent of T-S curve features. From an atomistic perspective, both limits are idealisations. Even when the impurity can be considered essentially immobile during the fracture process, energy barriers to breakage connected with the atomistic nature of the system have been neglected [7, 38]. For the case of a mobile impurity, an additional source of error is present. As argued in Sec. 3.1, once the critical stress is exceeded, the breakage process will normally (excepting local delayed fracture) proceed via a fast reaction where the surface density is essentially fixed. For a physical loading scenario where mobile impurity effects are non-negligible there is thus no reason why, upon approaching the slow fracture limit, a newly exposed fracture surface should necessarily reach a state of chemical equilibrium with the bulk lattice. Rather, the expected surface density at this point would typically be equal to $\Gamma_c$, reflecting the last intact GB configuration normally visited. If breakage is immediate when the external stress $\sigma$ exceeds $\sigma_c$, the chemical potential outside the GB vicinity may be presumed practically constant during the final stage $\delta > \delta_c$. It follows that, presuming ideal breakage, $2\gamma_{int} (= \int \sigma d\delta)$ may still be determined using Eq. (1) with a modified grand canonical potential for the limit of large $\delta$. From Eq. (7),

$$(2\gamma_{int})_\mu = (2\gamma_{int})_0 + \sum (\Gamma_c/\Gamma_0)E_{ii}(j, \Gamma_0, \infty) - \sum (\Gamma(\delta = 0)/\Gamma_0)E_{ii}(i, \Gamma_0, 0).$$

(11)

In this expression, all H influences on the right-hand side are contained in the two sums, with $(2\gamma_{int})_0$ given as $E(\infty) - E(0)$ within the approximation of the present work. The first sum runs over available fracture surface
sites, and by necessity must include an assumption for the impurity distribution (e.g. full equilibration in the GB vicinity). Eq. (11) was applied in Fig. 5.

The analysis of this work has shown that in the slow fracture limit, impurity induced GB destabilisation is directly linked (Eq. (9)) to a perpetually strengthened impurity segregation at the GB with increased $\delta$. For the H decorated fcc Al $\Sigma$5 [100] TGB, $\Gamma$ ultimately rises drastically in accordance with the monotonic decrease in $E_H(i)$, see Fig. 5, but the critical stress is reached at the onset of this rise, mostly staying below $\Gamma_0$. As discussed in Sec. 3.3, the GB likely breaks instantly as $\sigma(\theta_H)$ is exceeded, suggesting that the $\Gamma_c$ values of Table 2 represent surface densities immediately after fracture at the given H occupancy rate. Notably, $\Gamma_c$ is decreasing with increasing $\theta_H$. From Eq. (9), this behaviour can be related to the drop in $E_H(i)$ with rising $\mu$: effectively, when the chemical potential outside the GB vicinity is raised, the destabilising effect of each H atom is growing. This conclusion is in marked contrast to the standard thermodynamic analysis avoiding GB T-S curve considerations. Here, $\Gamma$ is estimated using Eq. (5), and since $E_s^0(i)$ is unaffected by variations in $\mu$, the predicted surface density increases with $\theta_H$. Even though the present comparison involves one loading scenario only, it is evident that the two approaches to estimating $(2\gamma_{int})_\mu$ described are fundamentally different. Table 3 substantiates this conclusion for the case of the Al $\Sigma$5 [100] TGB. Using data from earlier sections, the standard analysis is found to predict H-induced reductions typically more than an order of magnitude higher than the T-S curve-based estimate. Both sets of results comply with the rule of [18] that a mobile impurity reduces $2\gamma_{int}$.

The limitations of the above discussed standard analysis have been recognised in earlier work. Yamaguchi et al. [13] proposed that the maximum mobile H influence on $2\gamma_{int}$ in a sustained load test could be determined as the GB area weighted sum over the H segregation energies when changing the H surface density from $\Gamma(\delta = 0)$ into the value connected with chemical equilibrium at the given environmental condition. Leaving aside the technical differences to the slow fracture limit consideration, the estimate in [13] is noted to be identical to a standard analysis for the case of the Al $\Sigma$5 [100] TGB, since $\Gamma(\delta = 0)$ is negligible for this system. More generally, the analysis in [13] appears to rest upon a presumed close similarity for the energy variation with $\Gamma$ between the decohering GB and the fractured system, which has been put into question in this work as well.
as in more general considerations [44]. A quantitative comparison with T-S curve-based predictions would require multi-scale modelling on the latter part as the sustained load test takes the GB vicinity out of chemical equilibrium with the bulk lattice at the outset.

TABLE 3. Computed ideal work \((2\gamma_{\text{int}})_\text{µ}\) of reversibly separating the H-decorated face-centred cubic Al \(\Sigma5\) \([100]\) twist grain boundary in the slow fracture limit according to two approaches: GB T-S curve analysis (this work) and standard estimation [18]. The corresponding work \((2\gamma_{\text{int}})_0\) in the absence of H is equal to 1520 mJ/m² (3.84 eV/GB for the supercell examined [36]).

<table>
<thead>
<tr>
<th>(\theta_H) (site(^{-1}))</th>
<th>((2\gamma_{\text{int}})<em>\text{µ} - (2\gamma</em>{\text{int}})_0, \Gamma_c)-based (mJ/m²)</th>
<th>((2\gamma_{\text{int}})<em>\text{µ} - (2\gamma</em>{\text{int}})_0, \text{standard (mJ/m²)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>(5\times10^{-11})</td>
<td>-22</td>
<td>-141</td>
</tr>
<tr>
<td>(5\times10^{-9})</td>
<td>-59</td>
<td>-910</td>
</tr>
<tr>
<td>(5\times10^{-8})</td>
<td>-68</td>
<td>-1290</td>
</tr>
<tr>
<td>(1\times10^{-7})</td>
<td>-60</td>
<td>-1410</td>
</tr>
</tbody>
</table>

The analysis of this work has focused on a defect-free GB with no impurities present (alloying elements included) other than H. Motivated by experimental results, other computational studies have moved beyond this limitation [12, 45], addressing H-C and H-vacancy interactions with Fe GBs and proposing fundamentally different candidate mechanisms for H-induced delayed fracture. The scope of the present studies does not allow a meaningful criticism of these findings. It is however evident that even when presuming dominance of HID effects as a fundamental support for the relevance of \textit{ab initio} tensile tests, the atomistic details of the mechanisms involved would presently remain a matter of dispute. It is possible that more than one proposed mechanism is relevant within its own set of systems. Nonetheless, a careful comparison of the different theories with experimental results for a system where each theory has potential credibility might be highly valuable for separating flawed and realistic hypotheses.
4. Summary and outlook

Using the fcc Al Σ5 [100] TGB as a test system, the present DFT based study has attempted to clarify expected trends when allowing for an evolving H decoration of a metal GB subjected to a uniaxial tensile test, probing the slow fracture limit only. The H formation energies at this GB generally display a monotonic decrease with increasing GB separation as the favoured GB sites gradually change into B type sites. Further, the GB undergoes a structural transformation during loading, triggering H movements to new sites. For the full evolution to be reliably explored within a zero-temperature model framework, an additional starting point had to be introduced in the computational uniaxial tensile test, at δ values above the GB transformation stage. Some of the energy barrier heights to H relocation are clearly low, as supported by weak loading-unloading hysteresis. In other cases, however, no information on this issue was obtained from the above study, indicating that a direct determination of transition barrier heights with the nudged elastic band method is required. These findings emphasise that for an impurity diffusing as easily as H and showing affinity for a wealth of GB sites, any single site model must appear inadequate.

The shape of the H decorated GB T-S curve may profoundly affect the system response in a uniaxial tensile test. If the critical stress σc occurs ‘early’, before the maximum achievable elongation on the intact GB is formally attained, the predicted GB evolution at σ > σc must be modified in recognition of thermodynamic equilibrium no longer being maintained even in the slow fracture limit. According to the simulations for the H decorated fcc Al Σ5 [100] TGB, such an early critical stress is likely present whenever the impurity non-negligibly affects the GB response. This is a direct consequence of the strong, monotonic decrease in the H formation energies with GB separation. For the test system, such effects require equivalent H2 pressures of at least a few GPa, with the impurity ultimately triggering HID as well in this range. It is possible that sufficiently high H bulk occupancy rates θH will induce a transition for σ > σc to a configuration for which instability is ensured but triggered by a H influx. This ‘local delayed fracture’ scenario in general can only be fully described with multi-scale modelling. H was found to lower σc for the test system by up to 15%. The
estimated values of \((2\gamma_{\text{int}})\) were clearly less affected, by 4.4% or less, in marked contrast to standard thermodynamic results.

The present analysis has not discussed the extent to which the above phenomena may be viewed as common features for H decorated metal GBs under realistic conditions. In this context, it appears intriguing that (i) the B type sites preferred by H for the chosen test system of this work emerge naturally at the GB with increasing tensile stress, and (ii) these sites bear a clear structural resemblance to the H sites in a metal hydride. For several metals [1], stress induced stabilization of hydrides has been reported, supporting in turn the possibility of prominent H segregation at B type sites for GBs subjected to significant tensile stress. Recent theoretical investigations have highlighted the stability of nanohydrides in a metal not normally viewed as being prone to hydride formation, see e.g. [46].

As noted above, multi-scale modelling may be required to fully characterize the T-S curve if the GB hosts an early critical stress. Further, it is a central objective of HID analysis to move beyond the slow fracture limit to scenarios involving comparable crack speed and impurity mobility. The key equations of the present work, Eq. (6), (7), (9), and (10), are all directly applicable for implementation in such schemes, assuming only mechanical equilibrium within the DFT model system. The H surface density and chemical potential appear in the model scheme as external parameters that may be directly adjusted in the attempt to simulate a changed loading rate.
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